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We showcase end-to-end network service and slice management empowered by hybrid cloud-based orchestration and machine learning,

including latency-sensitive communications, distributed edge/data center networks, and open/disaggregated optical networks for B5G/6G era.

Co-Chairs: Shinya Nakamura, UBiqube, Japan O UBIQUBE N</§7? (1) Open/disaggregated packet and optical network systems
Yusuke Hiro nta, NICT, Japan (2) All-optical/photonic networks
v . o . . . ) TopmAes FURUKRAWA (3) Remote control/orchestration
ember: Kenichi Baba, Kogakuin University, Japan & ooy ELECTRIC (4) Machine learning-based networking
Shinichi Akahane, Alaxala Networks, Japan (5) Lifecycle management in cloud and edge computing
Satoshi Yamanoi, OA Laboratory, Japan AlaxalA OA Laborstory (6) In-network computing for network service application
Ryotaka Miyamoto, Furukawa Electric, Japan (7) Enhanced technology of network security

(8) Monitoring/streaming telemetry

Sota Yoshida, Mitsubishi Electric, Japan MITSUBISHI Kz@ (9) Technologies for roabust networks

Advisors: Noboru Yoshikane, KDDI Research, Japan Y o (10) Technologies for network Digital Twin
Satoru Okamoto, Keio University, Japan (11) Multi-domain integration & control
Hyde Sugiyama, Red Hat, USA MDD & RedHat (12) Autonomous Network (NEW)

(13) Applications for the Beyond 5G (NEW)

Validation of Heterogeneous Technology Integration & Interoperability:

- Combining diverse optical, network, application technologies (transmission systems, switching systems, fiber, control/management systems, use-case

applications etc.) from each organization enables the evaluation of real-world interoperability and system stability, identifying potential issues early on.
Cultivation of Young Researchers & Engineers:

- Cross-organizational collaboration promotes knowledge exchange and expands the perspectives of young talent, fostering innovative ideas.
Synergistic Effect through Joint Research:

- Sharing challenges and collaboratively seeking solutions streamlines R&D.
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Interop Showcase Committee

Showcase-1 (NICT): ML-assisted Networking and End-to-end Transmission over FSO, Field Fiber, Long Distance Fiber Networks
« 1A: Over 1 Tbps Transmission through 1,000 km long distance fiber link with burst-mode EDFA, 90 km field fiber link, and 50 m FSO link
. 1B: ML-assisted Networking/Orchestration for Human-in-the-loop control
. 1C: Disaster Recovery Strategy with Multi-Carrier Cooperation
. 1D: Optical Testbed Data Sharing
Showcase-2 (Keio University, Alaxala): Local 5G over APN and Secured Packet Analysis
. 2A: Local 5G Mobile Fronthaul, Analogue RoF Networking over RoF
. 2B: Traffic Analyze with L4 Payload Filtering
Showcase-3 (Furukawa Electric, NICT): XR optics PtMP transmission over FSO
. 3A: Signal quality of XR optics after 100Gbps x 2 Point-To-Multipoint(PtMP) transmission over FXC and FSO.

Locations & Network Configuration

: *Data sovereignty is a feature that enables data
Data & Insights Dataspace providers to determine what happens to their data
and define how, when and what price others may

We present our latest development and experimental validation of carrier

Layer AN : ,
use it across the value chain. — IDSA cooperative recovery for enhancing the resilience of optical packet transport
Cooperative ot e networks. Experimental results prove that, in cases of resource shortages
‘ Resilience Layer ‘ / Carfler-Carrier-ISP-DC_Provider Cooperation / caused by, for example, traffic congestion, failures, man-made or natural
@ @ disasters, swift and low-cost recovery can be achieved by exploiting the
‘ Intelligent ‘ interconnection capabilities among carriers. This reveals a novel use case of
Networking Layer / Al/ML/LLM Assisted Orchestration / NaaS - / interconnection technology.
<~ How to cooperate in recovery?
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2. Local 5G over APN and Secured Packet Analysis
+ Analog RoF networking testbed with field installed Hollow-core Fiber is constructed in Keio

Local 5G system over JGN and APN Shin-Kawasaki Campus
- "Switched/Multispot RoF” over all photonics network
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\ 3. XR optics PtMP transmission over FSO "

Signal quality of XR optics after 100Gbps x 2 Point-To-Multipoint(PtMP)
transmission over FXC and FSO.
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»QUIC Monitoring for flnldlng a hedV): user — Measure pre-BER , latency and optical spectrum and compare with back-to-back.
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- Live traffic monitoring with protecting user privacy. NI{7? s
o Currently working in Keio campus 15 (/ | < Leaf2
o QUIC monitoring function has been added o |
- Bidirectional 10 GE x 2 or Unidirectional 10 GE x 4 |

o 100 GE version is also available by OA Lab.

L4 Payload 0 filling XR Optics
I [TcPlP] | 2l | TCP | IP | . High-speed solutions with coherent technology
| [UoPL 1P ] ' Al LUDP | 1P | . Flexible distribution of up to 400 Gbps
| [ auc TupP[iP] @D | Al | aue | UDPTIP | (25 Gbps x 16 subcarriers) to users in 25 Gbps units
Low latency communication due to the ability
L4 Payload Filter to occupy user-distributed subcarriers

Filtered traffic to Consideration to overlay with PON at Open XR Optics Forum
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Keio part is partially supported by the National Institute of Information and Communications Technology (NICT) (JPJ012368C07101). Keio and Alaxala partis based on
results obtained from a project, JPNP100172, subsidized by the New Energy and Industrial Technology Development Organization (NEDO).
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