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B R&D Item 1. Formulation of the Overall Architecture for All-Photonics Networks

Develop an overall architecture for network interconnection spanning multiple operators.

Establish a comprehensive architecture that defines the required functions for all-photonics networks and optimal
equipment configurations.

B R&D Item 2. All-Photonics Network Common Infrastructure
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Subchannel Circuit eXchange (SCX) Technology

features of APN (high-speed and low-latency).

night variation of traffic, etc.

SCX is a logical multiplexing technology that aims to realize multiple connections and flexibility while having the

« On APN, (1) ultra-high-speed communication for Al using distributed DC, (2) mobile fronthaul, etc.
« Supports RDMA and PTP that require deterministic communication (lossless, low latency, and low jitter)
- Efficiently accommodates time-varying traffic, such as traffic interaction according to AI workload, day and
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